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vative Semi-Lagrangian) interpolation is applied to the CIP method of characteristics in
order to enhance the mass conservation of the numerical result. Although the characteristic
formulation is originally derived from non-conservative form, present scheme achieves
complete mass conservation by solving mass conservation simultaneously and reflecting
conserving mass in interpolation profile. Present method has less height error compared

Iéfgv:f‘::ﬁa d to the CIP method of characteristics by several orders of magnitude. By the enhanced con-
Conservation servation property, present scheme is applicable to nonlinear problem such as shock.
Semi-Lagrangian Furthermore, application to two dimensions including the Coriolis term is straightforward
Shallow water equations with directional splitting technique.

Method of characteristics © 2009 Elsevier Inc. All rights reserved.

1. Introduction

The shallow water equations are often used for benchmark problems of new schemes in numerical weather prediction
and have been extensively studied in various forms [1,2]. Conservative schemes essentially warrant the conservation of
height while the time step interval At is strictly limited to be short by large acceleration of the gravity term. The strict time
step interval constraint has been a problem in explicit Eulerian representations, due to the fast gravity waves [3].

The characteristic approach [4] is, however, at liberty to choose a large time step interval At because the speed of the
gravity wave is included in the advection speed of Riemann invariants, and the Courant-Friedrichs-Lewy (CFL) constraint
from gravity term can be removed with such semi-Lagrangian approaches. The application of the CIP method [5,6] to the
semi-Lagrangian characteristic approach proved its high efficiency and accuracy [7], however, its lack of conservation re-
mains unresolved because the characteristics formulation is derived from a non-conservative form.

In simulations of the whole Earth, for example, the volume of seawater is about 1.37 x 10° [km?]. Therefore, although the
CIP method shows good conservation of mass, the actual error of seawater volume becomes tremendous. Besides, from the
viewpoint of numerical schemes, exact mass conservation is essential in order to accurately calculate shock problems or
long-term simulations [8].

While semi-Lagrangian approaches have made computations greatly efficient in a variety of fields, the lack of conserva-
tion has always been pointed out. Some excellent conserving semi-Lagrangian schemes have been proposed, such as
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semi-Lagrangian Inherently Conserving and Efficient (SLICE) [9,10], Cell-Integrated Semi-Lagrangian (CISL) [11], semi-Impli-
cit Locally Mass Conserving semi-Lagrangian (SI-LMCSL) [12] schemes, Finite Volume Method (FVM)-based scheme [13,14]
or CIP-FVM scheme [15], and they have been also used for numerical weather prediction models through the shallow water
equations. In the past several years, one of authors developed the Conservative Semi-Lagrangian (CSL) scheme based on the
CIP method and it has been applied to various kinds of problems [16-20].

In this paper, we propose a new conservative scheme by adopting the CIP-CSL scheme to the method of characteristics
(MOC) and examine its characteristics with the shallow water equations in multi-dimensions.

This paper is organized of the following sections. Section 2 explains interpolation methods to transport Riemann invari-
ants. In Section 3, the CIP and the CIP-CSL interpolations are applied to the transport of Riemann invariants in one-dimen-
sional shallow water equations and the present method is tested in linear and shock problems. Applications of the present
method to large CFL numbers are also demonstrated and discussed. In Section 4, the present method is extended to two
dimensions and tested with various problems. Conclusion and discussion are given in Section 5.

2. Interpolation methods

The solution of an advection equation
of , of
i + u& =0,
is a simple advection of profile f with the characteristic velocity u as follows:

(1)

f(x,t+ At) = f(x — uAt, t), (2)
when u is constant. Even if u is a function of time t and space x, we can locally use the solution equation (2) as follows:
fxi,t+At) = f(xi — wiAt, 1), 3)

where x; and u; are the grid point and the velocity at x;, respectively. Thus it can be accurately solved by interpolating the
upstream departure point x; — uAt with an accurate approximation. By diagonalizing or transforming the vector-matrix form
of the shallow water equations [21], they become a set of simple advection equations for Riemann invariants. Here we intro-
duce three interpolation methods to transport the Riemann invariants.

2.1. CIP interpolation

We shall briefly describe the CIP method, which is a robust and less diffusive solver for hyperbolic equation with accuracy
of third order both in time and space. Let us consider the solution of the hyperbolic equation first. The equation for the first
spatial derivative is derived from Eq. (1)

0(0xf) . O(0xf)

ou
T+u ox :*axfas (4)

where we denote 9, = 9/0x. The right hand side of Eq. (4) vanishes when u is constant, and the solution of Eq. (4) at the grid
point x; is given by

Oxf (xi, £ + At) = Oxf (x; — UAEL, T). (5)
Eq. (5) means that the spatial derivative of f also travels with the velocity of u, along with the profile. Since the upstream
departure point x; — uAt is not usually at a grid point, we need to interpolate the value at the upstream departure point with
values on grid points. The CIP method constructs a cubic polynomial interpolation with values and spatial derivatives at the
both adjacent side grid points (Fig. 1). Thus, the value and spatial derivative at the (n + 1) step are obtained by shifting the
profile by u;At as follows:

f = Fi(xi — wiAt) = ;& + bi& + 0fi& + f;, (6)

IS = OFi(xi — wAL) = 3a;% + 2bi¢ + Oyf;, (7)

Fig. 1. Schematic of CIP interpolation.
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(0ufi + Oxfiup) I 2(fi — fuwp)
2 3

(8)

i

D D
3(up — ) (20 + Ofun)
by = 2o =) _ C0d 4 O, (9)

where ¢ = —u;At, iup =i—sgn(u;), sgn(u;) =1 (u; = 0), —1 (u; < 0), D= —Ax-sgn(u;), Oxf = 9f/9x. In the case u changes,
the third term in Eq. (4) must be solved with finite difference additionally [5]. It has already been proved in previous liter-
atures [22,16,7] that the CIP method has extremely low dispersion error and numerical damping.

2.2. CIP-CSL4 interpolation

The CIP-CSL4 [17-19] scheme is almost the same as the CIP method but requires that an integral of an interpolation pro-
file is equivalent to a cell mass between grid points (Fig. 2). With the value f and the spatial derivative df defined on a grid
point like collocated grid and the cell mass p = [F(x,t)dx defined at the center of the cell like staggered grid, we can con-
struct a quartic polynomial interpolation profile between two grid points:

[ = Fi(xi — uAt) = a;é* + & + & + 0fié + f;, (10)
O = OkFi(xi — uAL) = 4a;& + 3b;& + 2¢i¢ + O, (11)
=5(6fup +F)D — (Oufup — 0:f)D* + 12580(u]) )
a; = 5 ) (12)
2D
4((7fup + 810D — (Oufip — (3/2)0)D” + 15580 () )
bi = 7 : (13)
D
~3(4(2fup + 370D ~ (Odiup — 30)D” + 20580 (U} Pian )
ci = 5 ) (14)
2D
Here, icell =i — sgn(u;)/2 and p,,;,, = f;"“ Fi(x)dx.

2.3. CIP-CSL2 interpolation

The CIP-CSL2 [17,20] scheme as well as the CSL4 scheme also require that the integral of interpolation profile is equiv-
alent to the cell mass, however, without spatial derivatives. The interpolation profile is approximated as follows:

F = F(x; — wiAt) = 36,8 + 2bi& + f;, (15)
g 7 'g{iup +25gngl;)piceu’ (16)
b — 2f; gﬁup _ 3sgngt2f)p,-ceu . (17)

The time development of the cell mass p is also needed in CIP-CSL schemes, which can be calculated by considering the flux
Ap; passing through x; during [t,t + At] as follows (see Figs. 4 and 5 in Section 3):

P?L]/z = Pl T AP — APy (18)

The way of estimation of Ap; in CSL-MOC schemes is given in Section 3.
3. One-dimensional shallow water equations
3.1. Characteristic formulation and discretization

Let h be the water height above a bottom, u the velocity and g the gravitational acceleration, then the one-dimensional
shallow water equations in a primitive form are written as

Fig. 2. Schematic of CSL4 interpolation.
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oh  9(uh)

% (19)
ou ou oh
tus+gs =0, (20)

The effect of a bottom topography can be also included as the source term in the shallow water equations. The extension will
be given in the Appendix.

If let Ly and hy be the characteristic length and height of the system, U, be the characteristic velocity and t, = Lo/Uy be
time, hereafter we can use Egs. (19) and (20) as nondimensional basic equations. The corresponding Froude number
Fr(z Uo/\/g_ho) can be defined as g = 1/F* in Eq. (20).

In a vector-matrix form, Eqs. (19) and (20) are rewritten as

o (h u h\ o (/h oW oW
() (6 w)mls) =T AW -0 2l
With a matrix L which diagonalizes the matrix A as L™'AL, Eq. (21) can be written as
_1OW . G OW
L o + (LTAL)L i 0, (22)

where L' is the inverse matrix of L, and C* are the eigenvalues of A, respectively, and they can be simply given as follows:

C*=u+T, (23)

A 1 Lo1(1 i
O B H | -

where I' = \/gh. If A(W) is a constant matrix (the linear shallow water equations), Eq. (22) can be exactly diagonalized. How-
ever, even if A(W) is not the constant matrix (the nonlinear shallow water equations as Eq. (21)), Eq. (22) can be rewritten in
the following simpler form [4],

OR* __ OR*

B T T
where R* = I' + u/2 are called the Riemann invariants. Eq. (25) means that the Riemann invariants propagate with the speed
of u & I' (see Fig. 3). Eq. (25) (or Eq. (22)) is in a form favorable to the CIP method because they are (despite nonlinear equa-
tions) pure advection equations. Since the CIP method needs not only values but also spatial derivatives, we also need to
solve spatial derivatives of the Riemann invariants. Taking the spatial derivative of Eq. (25) leads to ()

T L, 9C*

ot (OkR7)+C B (0xR™) = —(0xR™) " (26)
In the case nonlinearity is large, the right hand side of Eq. (26) needs to be solved by a finite difference. Solving Eqs. (25) and
(26) with the CIP method, we obtain the solution with the third order accuracy both in time and space. Taking the average
and the difference of the Riemann invariants obtained with the CIP interpolation, we obtain I" and u (and their derivatives as
well) at the new time step t"*':

0, (25)

= % [r* +I +%(u* - u’)} , (27)
o™ = % [axﬁ + 0, + % (Du™ — 8Xu’)} , (28)
t n+1 n+l
n+l u
A 4 1 1 1
] | L}
C C
t : 1 1
i1 r, ca boca | i+l

u u

CIP & CSL4 interpolation

Fig. 3. Schematic of characteristic propagation.
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H,(x)

i i+1

Fig. 4. Schematic of conventional flux.

=Y 2 ) -
axunﬂ _ % (Bl + O™ + 2(8xr+ — o). (30)

This CIP method of characteristics (hereafter, we call it the CIP-MOC) was first proposed by Ogata et al. and their result
shows high efficiency and accuracy [7]. Although the method does not guarantee the complete mass (height h) conservation,
their result shows fairly sufficient conservation of both height and vorticity. However, the conservation becomes critical in
applications to nonlinear problems or long-term simulations. In order to overcome these problems, we interpolate h* and
dh™ at the upstream departure point with the CSL4 scheme from the values of h" and 8,h" (instead of I™ and 8,I™) which
are defined at grid points and obtained by the characteristic method, and are transformed into I'* and 9,I"™*:

r«= % ghéLm (31)

+
o= =Olicsa |8 (32)
hCSL4

where the subscript CSL4 in variables means that they are interpolated with the CSL4 scheme. Then substituting Egs. (31)
and (32) into Eqgs. (27)-(30), the height and its spatial derivative at new time step can be obtained simply by inverse
transformations:

W= () g, (33)

hT‘1+1
axh™! = 20, ‘?. (34)

Since we need the cell mass p for the next time step to construct CSL interpolation, we also need to transport p in a flux form
(for complete conservation) for the next time step.

In the original CIP-CSL scheme, the flux Ap was calculated as the mass between the point x; and the upstream departure
point X = x; — [ u;dt as follows [17,18,20]:

Ap; = / " b, (35)

However, the direct application of this method to the shallow water equations causes oscillation, because the velocity and
height field develop together and it is difficult to find the upstream departure point. In an alternative way, the flux Ap can
also be estimated by interpolating the height and the velocity in time at x;:

t+At
Ap; = / u(t,x;)h(t, x;)de. (36)
t

While conventional mass advection equation (35) means that the volume between x; and the upstream departure point x4
shift to the next cell, the present method integrates the mass passing x; through during At. The conventional time-averaged
flux for Eq. (36) suggested in some literatures [8,23] uses the flux at time n and the predicted flux at time n + 1 by the ori-
ginal conservation equation. The easiest choice to interpolate the momentum is linear interpolation because we already have
h"™! and u™'. Using "' and u™, the momentum at x; can be linearly interpolated as

(s — )

u(t,x)h(t,x;) = ulh; + Al

(t—tm). (37)
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However, the trapezoidal integration of this simple linear interpolation during whole At has low accuracy and easily makes
phase error even with small CFL numbers. In order to enhance the time accuracy of volume flux, we propose to calculate
h"'% and um+1/2 also with MOC, use the momentum at t"*/2 and the Simpson’s rule integration as follows (Fig. 5):

Ap; = % (urhy -+ 4uf™ 2 hE 2 e, (38)
With this newly obtained p?jll/z by Eq. (18), the CSL4 interpolation can be constructed at the next time step, and the whole
procedure in one dimension at a time step is completed here.

The reason why we propose the new method for flux estimation here is because the conventional flux estimation equa-
tion (35) is not valid for the shallow water equations.

When the conventional method equation (35) is taken, the peak height of a wave keeps rising and soon oscillation occurs
in a next example problem. This is because the cell mass is not coupled with height on grid points. Let us think about a still
water column (Fig. 6). If the time step interval is largely taken, after the first step, the height on grid points will form two
smaller water column propagating to each side by the method of characteristics, however, the cell mass will still be at
the initial place because initially the velocity is all zero (no flux is produced). On the other hand, the present method pro-
duces flux even in such a case because this method considers the time evolution of velocity on grid points during the time
step interval. The present method enables applications of the CIP-CSL scheme to the method of characteristics for the shal-
low water equations (hereafter, we call it the CSL-MOC).

3.2. Result in almost linear case

We tested the present method in two cases, one is almost a linear case and the other is a nonlinear case such as a shock
problem. First, in almost the linear case, the initial profile is given as below:

2
h(x,t = 0) = 1.0+ 0.01 ~exp{—<x_§"6”"/2> } (39)

n+1

Fig. 5. Schematic of present flux.
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Fig. 6. Initial condition and solution behavior.
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Velocity u; is zero on all points. In this case, as time passes, the initial still water column is split in two and the waves prop-
agate in each direction as shown in Fig. 6. The number of meshes NX is 2000 and the mesh size is Ax = 1.0. Time is developed
until ¢t = 800. Since the nonlinearity is very small, the right hand side of Eq. (26) is not solved here. The gravitational accel-
eration is set to g =1 (Fr = 1) in all one-dimensional calculations.

Fig. 7 shows the wave profiles calculated with the present method (CSL-MOC), the CIP-MOC, and the MOC using the cu-
bic-Lagrange method (hereafter, we call it the CUL-MOC) at t =800 with CFL=0.4. We define CFL = abs(C;,,At)/Ax
throughout this paper. It has been already shown that the CIP-MOC has several advantages comparing with the CUL-
MOC of which accuracy strongly depends on the grid size, and here Fig. 7 shows that the present method takes over advan-
tages of the CIP-MOC and besides keeps the peak height of the wave better than the CIP-MOC. It may not seem Fig. 7 shows
that the CSL-MOC has such a big advantage comparing with the CIP-MOC, however, the difference becomes obvious in long
time integration. The conservation of the present scheme is examined by integrating until ¢t = 10,000 and the results are
shown in Fig. 8. We estimated the error with the following equation:

Error = )Zﬁs[ep = finita / > finiiar

In the case of height error, f is substituted with h. Fig. 8 shows that the height conservation is better by the order of 10° with
the present method than only the CIP method. Note that the cell mass in the whole computational region is completely con-
served, because it is transported in the flux form. Since the height error in Fig. 8 is constrained by this completely conserving
volume, it is guaranteed not to increase unilaterally.

Fig. 9 shows the difference by CFL numbers. It can be seen that shape and propagation speed of wave are almost the same
as each other for different CFL numbers, that is, numerical results do not change very much even if time step interval is lar-
gely taken (CFL > 0.7—0.8). This shows that phase error and damping rate of the CSL-MOC for various CFL numbers are very

(40)

1.005 [{—o— CSL-MOC |~ gy
----GIP-MOC
1.004 [ —-— CUL-MOC
1.003
h
1. 002
1.001
1.000
1780 1790 1800 1810 1820
X
Fig. 7. Difference by scheme.
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Fig. 8. Height error.
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Fig. 9. Difference by CFL.

low. This is also the big advantage for calculations of the gravity waves without dispersion of phase speeds and damping of
wave amplitudes.

3.3. Nonlinear case

In particular cases such as shock wave problems, exact solutions are given for the shallow water equations [24]. In these
cases, the right hand side of Eq. (26) is solved with finite difference because of the substantial nonlinearity.

3.3.1. Artificial viscosity

Although the present method guarantees mass conservation, since method of characteristics itself is in non-conservative
form, shock front gets delayed from the one of exact solutions in dam break problems. Therefore, we introduce an artificial
viscosity to enhance the solution in such problems. In solving compressible Euler equations, an artificial viscosity is added in
order to enhance the energy conservation and meet with exact solutions [25]. We employed a form similar to the one used in
solving compressible flow:

Cy +\2 +
gt = & (Au®)” if Au .<0., (a1)
0 otherwise,
where
Au = sgn(CH) (Ui — Uy_ggpc+), (42)
Iyo=/gh* +q), (43)

and the viscosity coefficient C, is set to unity. Since the height is already guaranteed to conserve, we replace I'* only in Eq.
(29) with Eq. (43). Even though the present method gives much closer solution to the exact solution in shock problem with-
out this artificial viscosity compared to the CIP-MOC, it does help to suppress some small oscillation at the shock front. We
used 10,000 grid points with maximum CFL ~ 0.2.

3.3.2. Result

The comparison of the CIP method and the present method with the exact solution at t = 400 is shown in Fig. 10 and it
shows clearly that the present method has an advantage in such a discontinuous case. Fig. 11 shows the long calculation with
three times wider domain (30,000 grid points) than Fig. 10. Grid points are depicted every 1000 points for clear comparison.
Slight delay of shock front by the CSL-MOC appears at t = 1200 (about 2.7% slower than a theoretical value) due to the
intrinsic property of characteristics. However, this difference is quite small for practical applications as discussed in [24],
and it is very important to capture all features accurately without any numerical instabilities.

However, since such a nonlinear profile is an unlikely circumstance in meteorology, we did not use this artificial viscosity
in further examinations.

3.4. Numerical tests for large CFL numbers in one dimension

Next, the CSL-MOC scheme is applied to large CFL numbers. Gravity wave play a minor rule in synoptic-scale calculations,
on the other hand, effects of gravity waves cannot be neglected in mesoscale calculations. Even in both cases, fast gravity
waves make time step interval At strictly bounded in explicit schemes. Therefore, stable and accurate methods which can
take large At are required for long time calculations [4].
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Fig. 10. Comparison of shock between CIP-MOC and CSL-MOC at t = 400.

10 - g
8l ]
hglL i
—o—CSL (t=400.0)
dr| . Exact(t=400.0)
—o—CSL (t=800.0)
- -+ -~ Exact(t=800.0)
2 || —o—csL (t=1200.0)
----- Exact(t=1200.0)
0 10000 X 20000 30000

Fig. 11. Shock at t = 400, 800, 1200 solved with CSL-MOC.

Some applications of the CIP-MOC to large CFL numbers have already shown that it is unconditionally stable, and its
amplitudes and phase speeds of waves are highly accurate even for large CFL numbers [7]. In this section, we shall extend
the CSL-MOC to large CFL numbers calculations (Fig. 12).

In semi-Lagrange approaches, since the upstream departure point X can be easily found by tracing the trajectory across
several grid points in At even for large CFL numbers as follows:

t+At
xP=x; f/ u;dt. (44)
t

The value and spatial derivative used in the CIP or the CIP-CSL4 can be also interpolated at the cell which includes the up-
stream departure point x! [20,16]. The time evolution of p can be also calculated by the mass flux Ap in At [20]. The standard
1/3 Simpson'’s rule is adopted to calculate Ap as Eq. (18) for large CFL numbers, and Eq. (38) is changed as

At Lieet/2-1 o2l Liepet/2 a2l ]
Ap; =5 — |(wih)" +2 D (Wihy) et + 4 (uihy)" el + (wihy)™ |, (45)
level =1 =1
where L, is the number of substeps in At. For example, L;.,; = 2 in Eq. (45) corresponds to the case of CFL < 1 Eq. (38), and
Lieyer Should be an even number for the standard 1/3 Simpson’s rule when CFL is larger than unity. In the present scheme, we
take Lieye = 2 x (1 + int(CFL)).

First, the same initial condition as Eq. (39) is taken as the test problem. The number of meshes is 2000 and the grid inter-
val is Ax = 1.0. Egs. (19) and (20) are integrated up to t = 800.0 with several CFL numbers.

Fig. 13 shows the result of wave propagations for CFL = 0.4, 4.0, 10.0, 40.0. Numerical solutions are stable, and wave
amplitudes and propagation speed are approximately preserved even for large CFL numbers. However, profiles of large
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Fig. 13. The height at t = 800.0 under the initial condition of Eq. (39) for CFL = 0.4, 4.0, 10.0, 40.0.

CFL numbers deviate from the solution of CFL = 0.4. This is because the wave propagation speed rapidly changes in time and
space.

In order to obtain correct solutions, the time step interval At must be taken in such a way that ACAt/Ax ~ 1 (called Lips-
chitz condition [4]) can be satisfied, where AC is a change of (characteristic) speeds in At. This condition is the common
restriction in any large CFL calculations using any numerical schemes.

The breakdown of Lipschitz condition by large AC will give incorrect solutions. Nonetheless, in semi-Lagrangian ap-
proaches, it has already been proved that correct estimations of characteristic speeds in characteristics can give correct
numerical solutions even for large CFL numbers [26,7] when AC satisfies Lipschitz condition, in other words, longer time step
interval can be taken when flows are smooth. The same can be said of multi-dimensional calculations, which will be dem-
onstrated in Section 4.

In order to confirm the speculation, we take the other two initial conditions:

2

h(x,t = 0) = 1.0 + 0.001 -exp{("_;("é‘”‘/z) } (46)
2

h(x,t = 0) = 1.0 + 0.01 ~exp{—<XS)(()m(”;‘/2> } (47)

The amplitude of perturbation of Eq. (46) is 10 times smaller than Eq. (39), and the perturbation of Eq. (47) is 10 times wider
than Eq. (39). Therefore, these two conditions are closer to linear problems than Eq. (39).

The numerical solutions from CFL = 0.2 to 40.0 for Egs. (46) and (47) are shown in Figs. 14 and 15, respectively.

Both results show good behavior without dispersion of the phase speed and damping of the amplitude in the wide range
of CFL numbers. Especially, CFL numbers of both 0.2 and 40.0 are exactly the same as each other in the wide perturbation
equation (47).

Therefore, it is concluded that the present scheme can give stable and accurate solutions for large CFL numbers when
changes of characteristic speeds are small for one-time step.

The CSL-MOC as well as the CIP-MOC are stable, and numerical solutions are also similar to each other in not only linear
but also nonlinear problems even for very large CFL numbers such as 40.0. For example, the overall phase speed and ampli-
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Fig. 14. The height at t = 800 under the initial condition of Eq. (46).
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Fig. 15. The height at t = 800 under the initial condition of Eq. (47).

tude are maintained very well for very large CFL numbers as well in the CSL-MOC. However, some superiorities of the CIP-
CSL4 to the CIP for large CFL numbers are the same as small ones. In conventional implicit solutions without characteristic
methods, strong numerical diffusion will make waves smeared out and dispersion error will give incorrect phase speed. As
opposed to them, the present method based on semi-Lagrangian approach is able to solve without such disadvantages.

4. Two-dimensional shallow water equations
4.1. Arrangement of height and its integration value in two dimensions
In two dimensions, we employed the same arrangement of conservative quantities (height in present case) as the conven-

tional multi-dimensional CSL as shown in Fig. 16. We define line density in both x-direction (o, = [ “hdx) and y-direction
(O'y = [Yh dy) between grid points and cell mass (p = [Y[™h dxdy) in the middle of 4 grid points. In this arrangement, we

. G, [/
g I Y
h1/+1 j+1 i+1,+1
Oy P Ovinty
i
hi,j G"i,j hi+1,j

Fig. 16. Arrangement of height and its integration values.
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can construct CSL2 and CSL4 interpolation in both the x- and y-directions, so the same procedure as one dimension can be
directly implemented in both the x- and y-directions.

4.2. Characteristic formulation

Two-dimensional primitive shallow water equations without effects of bottom topography are written in vector-matrix
form as

5 h u h O o h v 0 h o h 0 W W W
o +|g u alv] 0 v oy lu] —fv EW+A(W)W+B(W)8—}/+F:0, (48)
0 0 u v g 0 v v fu

where f represents the constant Coriolis parameter.

If let fy be the characteristic Coriolis parameter, we can use Eq. (48) as nondimensional equation with the definition in
Section 3.1, and the corresponding Rossby number Ro = Uy /foLo is also defined as f = 1/Ro in Eq. (48).

Here, using a directional splitting technique, Eq. (48) is split into two sequential phases. The Coriolis force term is also
divided in half and added to each directional phase:

W oW 1 }
A ToF=0 WowW, (49)
oW oW 1

Since matrices A and B are not commutative, we solve these directional phases in rotation as below in order to maintain
second order accuracy in time:

W2 = [L,LLW", (51)

where L, and L, represent the operation of Eqs. (49) and (50), respectively [27,28].

Since there is no difference between the x-directional operation and the y-directional operation, we will mainly demon-
strate the operation procedure in the x-direction. In the exact same way as one dimension, we can find the eigenvalues of
matrix A with L and L™':

¢ 0 0
_1OW 1 L4OW 41 OW o L4OW 1o
L W+(L AL)L 87+L ijL E+ 0 ¢, 0]L W_H“ EF 0, (52)
0 0 u
where
Cr=u+T, (53)
1 1 0 1 h/g O
L=|gh —Veh Oof, L'=(1 —/h/g 0| (54)
0 0 1 0 0 1
Decomposing Eq. (52) leads to the following three equations,
OR: OR: 1
T (55)
ov ov 1
Eﬁ-ua*’iﬁl:ov (56)

where R} = I' + u/2 are the Riemann invariants. What these three equations mean is that two Riemann invariants R} and v
propagate with the characteristic speeds of C; and u (Fig. 17), respectively, and the Coriolis force (the third term) is added to
each Riemann invariant along each characteristic line. Based on this consideration, we discretized the Riemann invariants
and v as follows (see Fig. 18):

P S | (v* +v)
1., W +u)
* 40 =
v=1 +2fAt72 . (58)

The Coriolis force term is discretized with the Crank-Nicholson method using the velocity at characteristics foot and at the
new time step. Eqs. (57) and (58) are a kind of semi-implicit formulations. However, unlike typical semi-implicit schemes,
Eqgs. (57) and (58) can be solved explicitly without solving any matrices, and careful choice of a reference geopotential to
stabilize numerical schemes is not needed.
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Fig. 17. Schematic of characteristic propagation.
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Fig. 18. Schematic of average characteristics propagation.

Using Eq. (58) to Eq. (57), we can explicitly solve I'" and u*, and simply substituting u* into Eq. (58) for z*, we obtain all
variables on grid points at the new time step t*.

Formulations for spatial derivatives in both the x- and y-directions are exactly the same as Egs. (57) and (58), and linear
interpolation is used in interpolating spatial derivatives in the y-direction, which we call the M-type CIP method [29]. The
same mass advection procedure as in one dimension is applied here to g, (which corresponds to Ap in Eq. (38)), and Aay is
calculated with newly obtained h" and u*.

In two dimensions, oy, and p also need to be updated. Here, we propose to take average characteristics between y; and y; ;.
We introduce average values between y; and y;,; as

hi-j = O-y,-j/A% axu = pi,j/Ayv (59)
Uij = (Uij + Uiji1)/2,  Oxllij = (Oxllij + Oxlliji1)/2, (60)
7‘/,-_1-:(1/,-J-+vij+1)/2 and axDi_j:(ain_j-Fain‘H])/z. (61)

With these averaged values, propagations of average characteristics in the exactly same manner as in one dimension can be
implemented. We can construct CSL2 interpolation with h and &,, and CIP interpolation with () and &,ii(d,?). By trans-
forming the h&;, into T+ with Eq. (31) and taking the average of Riemann invariants, we obtain T*. Transforming T'* back
to the height and multiplying Ay, the y-direction line density o, at new time step is obtained. This procedure corresponds
to tracking the average characteristics between y; and y;, ;.

The remaining p is updated with a similar method to o,. The x-direction flux Ap, between y; and y;,, in the phase of Eq.
(49) can be estimated as follows:

Ap, =X(uo" +4ue™7 +uot
pxij 6 YVij + vy ot YVij

)At, (62)

where uoy = ujoy . All procedure in Eq. (49) is completed here. All procedure in x-direction can be directly adopted by sim-
ply exchanging the interpolation direction, velocity in the other (y-) direction. Detailed discussions of multi-dimensional

CIP-CSL schemes in views of numerical tests can be also referred to previous literatures [19,20].
4.3. Numerical results

First, we tested the present method with almost linear condition by giving a small perturbation and the initial height pro-
file is given by
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h(x,y,tO)1‘O+O.01~exp{—<%>z—(#)2}. (63)

The perturbation is so small that the characteristic speed is almost 1.0 everywhere in this problem. The grid interval is set to
Ax = Ay = 1.0 and the number of grid points is 200 in both x- and y-directions. The gravitational acceleration is set to
g=1 (Fr=1) and the Coriolis parameter f = 0. Velocity is set zero on all points. We examined the difference by CFL up
to 0.4 since phase error becomes significant with CFL > 0.7—0.8 as shown in one dimension case.

Fig. 19 shows that the position of the wave exactly matches with the ones calculated by the CIP-MOC even with
CFL = 0.4, which means that both point values and cell mass are transported in correct velocity in two dimensions. The
cross-section profile at t = 60.0 is shown in Fig. 20 and the height contour is shown in Fig. 21. They show that the effect
of directional splitting does not show up yet with CFL = 0.4. Furthermore the conservation is complete while the conserva-
tion of the CIP-MOC keeps deteriorating as time proceeds (Fig. 22).

The two-dimensional CSL-MOC scheme can be also extended to large CFL numbers using the formulation of one dimen-
sion. As for x-direction for instance, the characteristics equations (57) and (58) with the upstream departure point equation
(44) can be used for two sets (h,u, v) and (h, i, ), and the flux equation (45) for (Agy, Ap,). The similar procedure can be
implemented in the y-direction.

Shown in Figs. 23 and 24 are height contours and cross-sections for each CFL number at t = 60.0. The initial condition, the
grid interval and the number of grid points are the same as calculation of Eq. (63) with the small CFL number (=0.4).

Although the contour of CFL = 1.5 seems to be almost the same as CFL = 0.4, the cross-sections of the x- and y-directions
are a little bit different from the diagonal profile. As shown in the previous literature of the CIP~-MOC method [7], the CSL-
MOC scheme also produces incorrect results as CFL numbers become larger and Lipschitz condition is broken, as discussed in
Section 3.4.
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x CSL (CFL=0. 4)

T
T
'
|
|

1.0005 - R
h
1.0000 | - S— ] A
0.9995 |- S . - S S—
1 | 1 1
30 40 50 60 70 80
Distance from center
Fig. 19. Cross-section comparison with CIP-MOC.
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Fig. 20. Cross-section of CSL-MOC at t = 60.0.
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Fig. 21. Height contour at t = 60.0 (CFL = 0.4).
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Fig. 22. Height conservation comparison.

For comparison, an example closer to linear problem than Eq. (63) is examined by setting the amplitude of initial height h
to 0.001 and the width of initial distribution to 50.0:

2 2
h(x,y,t = 0) = 1.0 + 0.001 -exp{(’W) - (y’;;img/z) } (64)

Grid intervals Ax and Ay are also set to 1.0, but the number of grid points is 400 in both x- and y-directions.

Figs. 25 and 26 show height contours and cross-sections, and Fig. 27 displays cross-sections near the top of wave for each
CFL number at t = 96.0.

It can be seen that the profile of CFL = 8.0 is almost a circle and effects of fractional steps hardly appear. However, the
profile of CFL =12.0 slightly deviates from a circle and the inside of the profile of CFL = 16.0 becomes a square shape. The
difference can be clearly seen in Fig. 27.

Since the initial height of Eq. (64) is 10 times smaller and the width is 10 times larger than Eq. (63), the change of the
speed of gravity waves §~ A(+/gh 2 is about 10 times smaller. Therefore, the adequate CFL number of Eq. (64) under Lips-
chitz condition is roughly estimatéed to be ~8.0.

The detailed discussion of merits and demerits of fractional techniques with the CIP/CIP-CSL schemes for large CFL num-
bers has already been given [20,7]. Notice that what is important in semi-Lagrange approaches is whether stable and robust
solutions can be obtained and typical features of numerical solutions are not lost even for large CFL numbers, and correct
solutions can be obtained under Lipschitz condition. For example, complete nonlinear problems such as shock wave prob-
lems should be solved in CFL < 1 and semi-Lagrange approaches for large CFL numbers cannot be applied. However, they
can be very effective approaches for calculations of not only fast waves such as gravity waves but also fast flows with small
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Fig. 23. The comparison of height contours among several CFL numbers at ¢t = 60.0. The initial height is Eq. (63). (a) CFL = 0.4; (b) CFL = 1.5; (c) CFL = 2.0; (d)
CFL=2.5.

changes such as jet-stream. Some results of large CFL numbers shown have indicated that the present CSL-MOC scheme has
above-mentioned important merits and possibilities for such variety of fields.

4.4. The effect of Coriolis force

Next, we tested the same example as the previous section but with the presence of the Coriolis force. The Coriolis param-
eteris set to f = 1.0 (Ro = 1). In this case, the pressure (height) gradient gradually balances with the Coriolis force and gen-
erate geostrophic wind. The initial profile is given by

2 2
h(x,y,t:O):l.OJrO.Ol-eXp{(W) 7(3%”’6"/2) } (65)

All the other condition is the same as the previous example. In two dimensions with the Coriolis force, there are two quan-
tities which are also conserved other than the height [1]. They are defined as
2

n=f+¢ and p= (66)

2h’
and termed the absolute vorticity and the (absolute) potential enstrophy respectively, where { = k- V x u is the vorticity of
z-component and K is the unit vector in the z-direction. Here, we examined not only the conservation of height but also the
conservation of # and P. The same as height, the errors of 1 and P are estimated with Eq. (40) by substituting # or P into f.

Fig. 28 shows the time development of height contour, velocity field and absolute vorticity contour until ¢t = 1000. The
water column is influenced by periodic boundary condition because the wav